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ABSTRACT 

Globalization involves new strategies and cost control policies that contribute to global competitiveness for 

professionals. Most companies change the starting price according to their policies and algorithms, which i

nclude many factors to find the right pricing policy. Recently, artificial intelligence (AI) models have starte

d to be used for background work as they have many promising capabilities, fast adaptability, and general f

eatures. This article analyzes the prices of quotes starting in the air with the aim of using smart tools to find 

consistency in prices of different companies. More specifically, the system used was extracted from 136,91

7 flight records of Aegean Airlines, Turkish Airlines, Austrian Airlines and Lufthansa to six popular interna

tional destinations. The extraction process is then used to perform a holistic analysis from the perspective of

 the end user looking for the cheapest flight ticket, determine locationbased evaluation with each aircraft, an

d perform aircraft evaluation with each location. For the latter, artificial intelligence models and a total of 1

6 architectures from three different domains were considered to solve the ticket pricing problem: machine l

earning (ML), eightstate deep learning with eight statheart models. For the stateoftheart model (DL) CNN 

model and two models of Quantum Machine Learning (QML). Experimental results show that at least three

 models in the three domains of ML, DL, and QML can achieve 89% to 99% accuracy on this regression pr

oblem for various locations in the world and aircraft.INDEX terminology Air ticket price, artificial intellige

nce, deep learning, machine learning, prediction model, cost model, regression, quantum machine learning. 

I. Introduction 

For the last 50 years, flying was considered a luxury. Airlines offer more domestic flight services than inter

national flights, but the price arrangement for flight tickets is the same. To increase profitability, airlines us
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e management and accounting software to implement optimization methods, booking adjustments and dyna

mic pricing. One change for airlines is the recognition of revenue management [1], a different pricing conce

pt based on understanding, predicting and influencing users' products to make the most money. As a result, 

airlines began paying more for passenger choices and flights when adding international destinations. Theref

ore, the airline is open to all potential customers, as dynamic prices and airline services increase the compet

itiveness of airlines. In addition, the ability to shop online in recent years has changed many different fields 

and become a trend for ordinary people looking for quality, most deals and prices. There are now many we

bsites that promote safe flying and list the same flight path on all airlines to get the most competitive flights

. Additionally, sharing aviation knowledge through the evaluation process provides valuable information ge

nerated by daily airline users and used by cost management to adjust fares even minutes before flight depart

ure. For this purpose, it is clear that the global economy and technological change affect airlines at a level t

hat does not require a significant price adjustment. They reach the desired pace of change by following the 

changes voluntarily. Second, it increases the need for more complex algorithms and software for dynamic p

ricing policy optimization. As a result, flight ticket prices are now determined using artificial intelligence (

AI) algorithmsPredictions get good results, become clear faster.Artificial intelligence has attracted the atten

tion of the research community in many fields. Machine learning (ML) is a field of artificial intelligence tha

t was first developed in 1943 by Walter Pitts and Warren McCulloch [2], who proposed mathematical mode

ls of neural networks that were not capable of learning. Seven years later, in 1950, Frank Rosenblatt propos

ed the perceptron [3] as the first neural network (NN) capable of learning. Perceptron has inspired researche

rs to develop and use many wellknown machine learning methods such as SVM [4], kNN [5], and Boosting

 method [6]. Some of these models produce results in the form of tabular data for statistical purposes. More 

information is also learned, such as sound symbols and images; but machine learning models cannot be po

werful without supporting the extraction process. The latter needs are managed by deep learning (DL), whic

h improves computational efficiency and reduces execution time. The main result of DL is the convolutiona

l neural network (CNN), introduced by Fukushima in 1980; Inspired by the sensor, Fukushima uses neural 

networks for visual pattern recognition. The explicit motivation for this work was given by Yann LeCun [8]

 in 1990, who used the CNN model and iterative learning to recognize numbers written in images. Deep lea

rning models have led to the creation of complex algorithms and applications that impact people's daily live
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s by automating the feature extraction process [9], [10]. But even today there is still a need for faster and m

ore ML and DL algorithms because data is growing and determining that some problems, such as proteins, 

still cannot be solved even with advances in computing power (GPUs). Simulate the synthesis or productio

n of chemicals during optimization.An attempt to solve the above problems and overcome the limitations fa

ced by ML and DL algorithms is to combine quantum mechanics with ML and DL methods in quantum co

mputing. The field of quantum computing was established in the 1990s, where quantum algorithms were pr

oposed to solve complex problems, such as Shor's numerical factorization algorithm [11] in 1994 or Grover'

s algorithm [12] in 1997. These algorithms become the rationale for the creation of quantum computers, an 

area in which IBM is a leader. In the same decade, quantum machine learning (QML) began to develop wit

h the introduction of quantum neural networks (QNN) in 1999 [13]; here quantum circuits and Grover algor

ithm were used to simulate neural network models. This work inspired many researchers to try QML. There

fore, between 1990 and 2010, many QML algorithms were introduced, including quantum multilayer perce

ptron (QMLP) [14], quantum support vector machine (QSVM) [15], and others. Although quantum machin

es are few and far between, quantum machine learning continues to expand even in industry to date, with ap

plications and processes implemented in real quantum devices. The requirements of the QML model of the 

classical quantum model are also limited. Computer requirements are very high. Additionally, many QML 

methods are related to classical methods such as QNN training on classical data, where optimizers and losse

s are calculated based on classical data. The above facts have increased the growth of QML in the business 

and research field.This study is based on previous work on estimating the initial cost of aircraft [16]. Featur

es of the airline system are extracted and used to highlight their competitive level in air ticket prices for diff

erent companies and destinations and to provide good opportunities to solve the problem. Additionally, the 

scope of applicability and performance of ML, DL and QML models in estimating the initial cost of the airc

raft has been comprehensively analyzed. More specifically, two tests were carried out: In the first test, the p

roblem was examined in terms of space for each plane (space-based approach). In particular, the AI 

models of the three names mentioned above were used in the same place by different aircraft to show the si

milarity of their operating models. In the second experiment, ML, DL and QML models were applied to all 

airline data sets (airlinebased approach) regardless of location. It should also be noted here that this work is 

the first attempt to bring a unified approach to the weather forecasting problem, which has been studied enti

http://www.pragatipublication.com/


           Index in Cosmos 
March 2024, Volume 14, ISSUE 1 

    UGC Approved Journal 

International journal of basic and applied research 

www.pragatipublication.com 

ISSN 2249-3352 (P) 2278-0505 (E)   

Cosmos Impact Factor-5.86 

 

 

 

 

 
  
 
 
 

 
 
 
 

Page | 62 
 
 

rely, including both the destination and the aircraft. company. It is also worth noting that, to the best of our 

knowledge, QML has never been applied to the ticket price prediction problem. 

The main contributions of the proposed project can be summarized as follows: 

1) Investigation of the relationship between the price policies of different companies. 

2) Examine the impact of features of the weather forecasting problem. 

3) QML model was used for weather forecasting in the database for the first time. 

4) Comparison of the performance of ML, DL and QML models to estimate startup cost. 

This document is organized as follows: Chapter 5 describes the tasks involved in estimating the initial cost 

of the aircraft. Chapter 5 presents the materials and methods used to accomplish these tasks, as well as the 

materials and methods used to accomplish these tasks. Section 4 describes the experimental setup, and Secti

on 5 presents and discusses the experimental results. Section 6 presents the results of quantum machine lear

ning and compares them with traditional models. Finally, Chapter 7 concludes the paper and offers suggesti

ons for further research. 

II. Related Study 

The change in the international market and flight ticket price policy has produced a lot of information on th

e subject.Thereafter, there was a strong research interest in estimating the cost of operating an aircraft. In te

rms of artificial intelligence and data analysis, these data are transformed into data with many qualities and 

quantities that can be called big data, especially in cases where ticket prices and the cost of switching betwe

en services are very high. The problem of gambling ticket prices depends on the distribution of customers, t

ime of ticket purchase, need for gambling tickets, etc., as discussed in the analysis of Abdella et al. It can be

 used in many ways such as. [17] Addresses target application problems and solutions. Overall, the topic of 

air ticket pricing has gained attention in the last three years. A Scopus search for the term "airline startup co

st estimates" returned 24 records from 2003 to present; Most of the work took place in the last three years. 

Wu et al. [18] implemented an airline price prediction application using two machine learning methods usin

g physical features to identify Vietnam Airlines flights. The planning model is less than the plan, and while 

one plane is considered, the main point is the customer's use of the application. A different approach is prop

osed in [19]. A specific Recurrent Neural Network (RNN) for weather forecasting for events such as baseba

ll games was developed and compared with classical ML models. Features describing the basketball game a
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nd the flight of the plane are combined into a single file to obtain a high estimate. The same approach was a

dopted by [20]. The authors use customer satisfaction, air ticket availability, distance, etc. to predict air tick

et prices using learning models. They proposed a system that collects flight ticket information from various 

sources such as. Text [21] used ticket price gambling in the economics of the United States and India. The a

uthors used the ML model and reported a prediction rate of 88%. In [22], Joshi et al. A similar approach wa

s achieved by learning new features such as flight time, using fewer ML models, and achieving prediction s

cores of up to 90%. In [23], feature selection algorithms and hyperparameter methods were used to find the 

best combination of model parameters and flight descriptions to estimate the initial flight speed. In [24]. 

In general, all related work is done in a similar way. Requirements vary from: (1) the selection of a particul

ar configuration, (2) the data to be stored, and (3) the goals of the application. Compared to all previous stu

dies in the same field, this study: (4) uses a lot of technology, (5) tries to provide important information abo

ut aircraft competition and the consumer, (6) compares different companies.We introduce the algorithm for 

this problem for the first time, (7) offers two evaluation methods to make a complete analysis of the proble

m under consideration. 

III. Data and methods 

This section describes the entire scheme, focusing on the data used and the model chosen. It provides datase

ts, characterizations and visualizations that show the level of competition and the impact of globalization fo

r air tickets in different airline destinations. Additionally, in this section, the adopted ML, DL and QML mo

dels will be introduced and each model will be briefly explained to show the performance and performance 

differences between them.Figure 1 graphically shows the steps of the proposed method. In the first step of t

he process, four aircraft and six targets were identified. The extracted features were applied to eight machin

e learning models and six deep learning models to evaluate the performance of the model. Evaluation is ma

de from two different perspectives. The first test is positionbased testing, where the same set of positions is 

used for the model regardless of the plane. In the second experiment, an evaluation of the aircraft was carrie

d out based on observations, using data from each aircraft for the model for each location. The two best res

ults of machine learning from the first step of this method will be used in the second step and extended to th

e quantum domain. More specifically, in the second step of the method, the two bestperforming planes from

 step 1 and their three bestperforming positions were analyzed to compare the compatibility of the ML mod
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el and the QML model. The benchmark is determined by the same two assumptions as in step 1. 

 Data presentation and explanation 

This study focuses on predicting air ticket prices for six different destinations of four airline companies. A 

Airlines are: Aegean Airlines, Austrian Airlines, Lufthansa and Turkish Airlines. Places of interest are as fo

llows: 

1) Thessaloniki (SKG) – Amsterdam (AMS), (1907 km) 

2) Thessaloniki (SKG) – Stockholm (ARN), (2157 km) 

3) Thessaloniki (SKG) → Brussels(BRU), (1812 km) 

4) Thessaloniki(SKG) → Paris(CDG), (1863 km) 

5) Thessaloniki(SKG) → Lisbon(LIS), ( 2747) km) 

6) Thessaloniki(SKG) → Vienna(VIE), (985 km) 

List Flight information is for one year. To be clear here, flight information is not accurate across a year as s

ome airlines often do not offer the same flights to all destinations throughout the year due to changes in de

mand. Table I describes the amount of flight data for each destination and each airline. 

 

FIGURE 1. The proposed holistic approach to airfare price prediction. 
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As can be seen from Table 1, the Aegean has the most airlines; This is because Aegean is a Greek company

 and therefore has its headquarters at SKG Airport in Thessaloniki, Greece. It is also seen that the number o

f flights reveals the consistency of the airlines. In particular, Aegean Airlines, Turkish Airlines and Austria

n Airlines have similar flights to some destinations (e.g. Turkish Airlines, SKG to ARN and BRU, etc.). A

msterdam (AMS) and Paris (CDG) are the most popular destinations for Aegean, Turkish and Austrian airli

nes. According to Table 1, as the distance to the destination increases, the number of flights also increases. 

One of the reasons for this may be that the ticket (including service) can be differentiated, making it more p

rofitable for airlines. 

Unfortunately, the QML field suffers from many limitations, such as the availability of quantum ma

terials and the high demands of quantum simulations of classical systems. Therefore, hybrid algorithms are 

intended to work on classical and quantum data, not quantum data at all. To date, we do not know how to e

xpress everything according to the principles of quantum mechanics. In other words, depending on the prob

lem of the application, the QML model can vary between full and hybrid form. When using the QML mode

l to solve quantum problems, since the input data and the main goal are the quantum state, quantum mechan

ics and computational rules can be taught to every part of the process. In contrast, when the QML model is 

used for classical data, the target value must be encoded in the quantum state and the output quantum state 

must be determined in order to be obtained. The optimization algorithm used for learning in this strategy is 

still classical. This fact is often seen in regression problems where the output is numerical rather than in dist

ributions where the output is mapped to qubit states defined by the probability of the distribution. QML mo

dels utilize the principles of quantum mechanics; because qubits are the main source of information, becaus

e the 2Ω classical state can be found for N qubits.Qubits. Compared to the former, the latter provides massi

ve data encoding capabilities. It can also be seen whether qubits based on quantum mechanics are being dis

cussed. This causes data to be stored in particle form and processed as symbols. Another advantage is entan

glement, where all states of the qubit can exist and be similar at the same time. The disadvantage is that the 

entanglement state is lost during qubit measurement and therefore a new circuit must be created and run. A

dditionally, entanglement can create noise that disturbs neighboring qubits and destabilizes the quantum sta

te.For this purpose, this article refers to QSVM [15], which describes the basic function from the same num
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ber of entangled qubits as the configuration. Entanglement is used by the revolving door and the visual wei

ght value is estimated as the plane that best separates the data. Considering that qubits can go into many mo

re states than classical objects, the characteristic space dimensions of quantum nuclei may be higher than cl

assical ones. Therefore, split hyperplane data can be approximated better and faster on quantum hardware. 

Especially in classification problems, QSVM has been shown to be superior to classical SVM in many well

known data for related applications such as cancer and fraud. Unfortunately, practical applications of QSV

M are very limited because the number of features increases, hence the number of qubits, and hence the req

uirements of the game of Classical mechanics satisfy the limits of quantum materials. all available. Finally, 

all qubits are measured. The measured value represents the weight of the network given the input data, and 

the classical linear model is used to estimate the predicted value based on the output. In general, there are n

o predetermined rules for quantum circuit design and quantum gate selection for each problem. This proves 

that this technology is very new and can provide solutions to current and future problems of ML and DL m

odels. In the study, classical optimization algorithms and classical loss energy are needed to adjust the quan

tum phase parameters. 

Circuit based on reducing the loss between the predicted and actual target. The second is the most commonl

y used quantum neural network model, similar to the classical model but with some additions. Quantum cir

cuits or quantum layers have a more compact structure because qubits can encode large amounts of informa

tion, so complex features can be extracted even from small architectures. Using entanglement in quantum m

echanics, QMLP can achieve the speed of light by processing all the entanglements of a given object simult

aneously. Unfortunately, this speed cannot be seen yet because the transfer of information from the classica

l state to the quantum state will take a huge amount of time in the process. Another problem is that there is 

general use of quantum functions based on linear models and nonlinear models; therefore the QMLP archite

cture uses classical functions (usually sigmoid) to assign input and quantum weights to the output. 

According to the above, the scope of the entire proposal is to use all the above 16 models in the fields ML, 

DL and QML for flight pricing and comparison of benefits. In the following section, the experimental setup

 followed in this study is explained in detail. 

http://www.pragatipublication.com/
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IV. Test setup 

In this study, two tests were conducted to detect the problem of the application. The first experiment used t

he locationbased approach, which selects models from the ML, DL, and QML domains to find the best opti

on for each location for each aircraft. Through this experiment, a set of good models can be derived that des

cribe the same destination for different airlines and have similar ticket price prediction. To achieve this, all 

data is distributed everywhere for every plane. Specifically, 24 records were created for four aircraft and six

 locations. In the second test, the general approach was followed, the same strategy as in the first test; this ti

me the goal was to find the best possible model that simultaneously describes all six addresses for each plan

e. Therefore, the data set was divided into four parts according to the four selected planes. Then, a new num

ber describing the position from 0 to 6 is added to the four files to clarify the data of the second test in the 

ML, DL and QML models. For deep learning models, dataset feature values are normalized and converted i

nto images to be used as input to the CNN model.QML models are excluded at this stage because it would t

ake a long time to process 28 different tests considering the flights in Table I.  

CONCLUSION 

This exception is also confirmed by the time units in the training model for each manager; here for ML and 

in DL the training process takes few hours and hence QML model takes few days to train. There is only one

 goal. To verify this calculation, consider that a 64dimensional vector is needed to simulate the dimensional

 qubit state in a classical computer, since 26 = 64. For a classical computer, this calculation is difficult.Beca

use objects can only be in one state at a time. According to behavioral data, 8 qubits are used in the first exp

eriment and 9 qubits are used in the second experiment. So the length of each profile is 256 and 512 respect

ively. Additionally, the branches included in QMLP double the weight of features, so ultimately 65,536 and

 262,144 dimensions are needed respectively, requiring millions of floating point operations for a classical 

machine.  
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